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ABSTRACT 
Little is known about non-Western social media users’ motivations 
for adopting behaviors that protect them against pervasive threats 
to their privacy, security, and personal well-being. Drawing on 
Rogers’ Protection Motivation Theory (PMT), this survey study ex-
plores Caribbean people’s (N=551) perceptions of safety threats and 
the factors contributing to their intention to adopt protective behav-
iors. Our analysis revealed that prior victimization was associated 
with increased perceptions of vulnerability and severity of harms, 
which, in turn, infuenced elevated safety protection behaviors. For 
harassment-related harms in particular, participants’ trust in social 
media sites increased their intention to adopt protective behaviors. 
We observe signifcant country-to-country diferences, which we 
contextualize through interviews with experts throughout the re-
gion. Our fndings provide a new understanding of users’ mental 
models, behaviors, and attitudes with respect to online safety. We 
conclude by discussing theoretical and practical implications and 
outline opportunities for the design of inclusive and culturally-
aware safety tools. 

CCS CONCEPTS 
• Human-centered computing → Human computer interac-
tion (HCI); • Security and privacy → Human and societal 
aspects of security and privacy. 

KEYWORDS 
Online safety, social media, protection motivation theory, Caribbean, 
survey 
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1 INTRODUCTION 
In 2017, Jason Jones successfully fled a lawsuit against the govern-
ment of Trinidad and Tobago claiming that the sexual ofenses act 
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1 criminalized intimacy between consenting same-sex adults and 
infringed on the rights of LGBTQ+ citizens [18]. Shortly after fling 
the law suit, Jones received over 50 death threats on social media 
by persons wanting to burn him alive. He hired a security guard 
and moved from his apartment to protect his roommate. During 
this time, he expressed the emotional toll of the online harassment, 
especially in light of little amount of support he received from his 
family [63]. The incidents arising from this experience illustrate 
that there are multiple harms that arise from digital interactions 
that jeopardize people’s physical, emotional, and relational safety 
in both online and ofine contexts. 

Research across multiple disciplines has shed light on the incred-
ibly varied and widespread nature of digital harms. Social media 
platforms have served as easily accessible mediums for people to cel-
ebrate major life milestones, maintain interpersonal relationships, 
engage in discourse, and be an outlet for coping with crises and 
grief [3, 4, 13, 31, 61]. At the same time, these platforms have been 
central to the proliferation of harmful behaviors online. Individuals 
target others with infammatory language or insults; unbeknownst 
to many, companies unfairly collect massive amounts of personal 
data and carry out extensive privacy abuses; state actors leverage 
the online space to perpetrate dangerous misinformation and ma-
nipulative campaigns. Within the context of social media, risks to 
online safety refer to a broad spectrum of threats relative to secu-
rity, privacy, harassment, and well-being that are typically studied 
in silos and focused on online interactions. However, those lines 
are blurred in real-world experiences, where social media users 
are often faced with the challenge of navigating risks online and 
trying to avoid spill-over efects into their physical worlds. With 
this notion in mind, researchers have argued that the concept of 
“safety” in digital spaces should be seen as protection from harm 
(i.e. perceived threats, injury, or unwanted outcomes) [50]. 

Moreover, the perception of dominant (often Western) frame-
works as the standard for the implementation of safety mechanisms 
fails to account for imbalances, inequalities, and injustices in non-
Western civilizations like the Caribbean. Thus, in this survey study 
(N=551), we investigate the extent of online safety threats through-
out the Caribbean region, current protective behaviors being em-
ployed, and diferences in users’ perceptions of various types of 
harms. Given the complexity of what it means to be safe online, 
we examine a wide range of harms related to security, access and 
disclosure, harassment, and online-to-ofine threats. We propose a 
conceptual framework based on the Protection Motivation Theory 
(PMT) [36], to understand what factors motivate Caribbean social 

1Sexual ofences act of Trinidad and Tobago : 
http://rgd.legalafairs.gov.tt/laws2/alphabetical_list/lawspdfs/11.28.pdf 
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media users’ safety intentions. To explore the relations between 
these factors, the paper addresses the following research questions: 

RQ1: Which types of threats are prevalent? 
RQ2: Which threats are perceived to be the most concerning? 
RQ3: What role does users’ threat and coping appraisals play in 

their intention to adopt protective behaviors? 

In addressing each of the proposed research questions, we con-
sider sample-wide trends to understand the landscape throughout 
the region as well as country-to-country diferences to acknowledge 
localized needs. Our results ofer support for the three stage logic 
of PMT—prior victimization infuences how people evaluate threats, 
which in turn impacts their intention to adopt safety strategies. We 
also found that there are nuances in safety intentions for online 
versus ofine threats, which has implications for policy and design. 
Additionally, although there is a shared socio-historical culture 
throughout the region, our analysis revealed country-to-country 
diferences in perceptions of severity, vulnerability, and intentions 
to engage in protective behaviors. 

By employing structural equation modeling, we were able to 
provide empirical evidence on the relationship between protection 
motivation and safety intentions online. Specifcally, our paper 
makes the following research contributions: 

• We build on existing Human Computer Interaction (HCI) 
theory by presenting a conceptual model for engaging HCI 
researchers, designers, and policy advocates in online safety 
research. 

• To the best of our knowledge, this study is the frst to con-
duct a regional survey on online safety within the Caribbean, 
which contributes to the limited body of existing HCI re-
search on this population and towards knowledge on the 
prevalence of threats region-wide. 

In the following sections, we discuss literature related to our 
work and provide theoretical support for the framing of the concepts 
that ground the work. We then describe our methodology, followed 
by a presentation of the results and a subsequent discussion of the 
implications of the work. We conclude with opportunities for future 
work. 

2 BACKGROUND AND THEORETICAL 
DEVELOPMENT 

We draw on prior research in two main areas: harmful online expe-
riences and protective behaviors. Specifcally, we focus on experi-
ences that defne safety, and factors that infuence the adoption of 
harm mitigation strategies. Additionally, we describe cross-cultural 
considerations within this context. We then ofer insights into the 
theoretical foundations our work is centered around. Lastly, we 
present our hypotheses for the study. 

2.1 Online Threats and Safety Protection 
2.1.1 Adopting a Wider Lens on Online Safety. Inherently, the de-
sign of social networking systems encourages online interactions, 
which has proven to have immense benefts for discourse, social 
support, and overall well-being [3, 4, 13, 31, 61]. It should be noted, 
that these types of interactions also create severe vulnerabilities 

for users. Threats to our safety online could result in injury, loss, 
harm, or deprivation. Prior work examining perspectives on safety 
often focus on either technical and/or relational views. Technical 
perspectives are focused on concerns about system vulnerability 
and information fows. For example, phishing scams, virus pro-
tection, security practices, and concerns about access to personal 
information. Relational safety concerns are centered around in-
terpersonal harm, such as bullying, hate speech, and harassment 
[10, 49]. Unfortunately, alarming trends in the rates of threatening 
online content point to a growing number of malicious actors who 
have learned to weaponize systems for threatening activities [25]. 
These evolving threats and vulnerabilities require an expansion of 
our understanding of these online threats and what protections we 
should consider. For example, the harassment of women on digital 
platforms has ballooned to such a heightened threat that experts at 
the United Nations have argued it is now a human rights violation 
[43]. In a similar light, misinformation online has infuenced elec-
tions and highlighted its potential as a viable threat to democracy 
[67]. 

In response, HCI scholars have made considerable strides to-
wards understanding online threats, and many researchers now 
acknowledge the complexities of what it means to be safe online. 
Rather than investigating very specifc elements of safety threats in 
isolation, Redmiles et al. argued that adopting a wider lens allows 
us to see the entangled nature of day-to-day experiences that infu-
ence users’ perceptions of safety [47]. Researchers have gradually 
moved beyond examining solitary harms and instead exploring 
dimensions of online harms in an efort to understand possible 
approaches to harm mitigation. In this light, Scheuerman et al. pre-
sented a framework that focused on four types of harm—physical, 
emotional, relation, and fnancial [50]. The work highlights the 
importance of investigating multiple harms to better understand 
how they relate to each other. In our study, we defne safety along 
the lines of Pater et al. [44], referring to freedom from emotional, 
physical, and social harm that may be caused by—but is not always 
caused by—abusive behavior. 

Although behavior on social media is refective of societal be-
haviors, these platforms have been used to facilitate and amplify 
threats. As such, scholars have called for an in-depth review and re-
design of socio-technical systems that depart from the approach to 
development focused on building fast and fxing later [56]. Soltani 
argued that building safer technology requires a comprehensive 
testing of platforms’ vulnerability to being abused and that teams 
need to adopt abusability testing [55]. To provide a more holistic 
view of the threats afecting social media users, signifcant strides 
must be made to investigate wider descriptive characteristics of 
those who experience vulnerabilities. Extant research has shown 
that people from diferent countries, age groups, and genders be-
have diferently online [25, 30, 60]. However, much of the work 
that focuses on protective behaviors has (1) largely been focused on 
Western, Educated, Industrialized, Rich, and Democratic (WEIRD) 
cultures [32, 57], and (2) focused on elements of safety rather than 
perceptions that motivate safety. In contrast, this work builds on 
recent eforts within the HCI community that challenge the focus 
on Anglo- and Euro-centered narratives [1, 25, 41]. Although there 
is extensive literature available on online threats or harms, very 
few studies that focus on users’ protective behaviors in non-WEIRD 
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countries and especially the Caribbean [57]. Recently, Jiang et al. 
investigated the perceptions of harm across eight countries and 
found unique country diferences in perceptions related to severity 
across multiple harms [25]. Our work complements and expands 
on this work by considering 15 countries across a region often 
excluded in HCI research. 

2.1.2 Online Safety in the Caribbean. The Caribbean is a group of 
heterogeneous countries. Historical connections forged by colonial-
ism have created a region that prides itself as a melting pot with 
diverse backgrounds in political stature, culture, and economic de-
velopment. Although the region is strongly tied by culture, there are 
wide variations exist. Even though they are geographically closely 
located, each country has unique attributes and challenges. These 
diferences could be illustrated in dual-governed islands such as 
St. Martin/St. Maarten. On the 37 square miles island, the north is 
controlled by the French while the south is Dutch. There are no 
physical borders but both sides practice diferent laws, have difer-
ent languages, and adhere to diferent cultural practices. On another 
scale, Caribbean countries often work collaboratively through orga-
nizations such as the Caribbean Community (CARICOM) in order 
to have a more unifed voice. Thus, the region may operate col-
lectively on international matters similar to the European Union 
but still maintain very granular diferences due to socio-economic 
and historical factors. Despite these diferences, regional leaders 
have been vocal about the need to adopt more technology-driven 
economies to maintain global competitiveness and promote sustain-
able social development. As the region’s economies continue to face 
disruption to traditional industries such as agriculture and tourism, 
it is critical to take a proactive rather than reactive approach to 
aid the transition to more digital societies. This transition to more 
digital societies may bring its own problems, though, such as an 
elevated threat to users’ online safety. 

Undoubtedly, online safety and safety-focused movements are 
gaining momentum globally [25, 47, 52] including within the Caribbean 
region [12]. Calls in this domain have largely been driven by re-
gional leaders who have collectively acknowledged the transition 
to more digital societies could create new vulnerabilities that need 
to be considered earlier rather than later [14]. Caribbean leaders 
pushed for the creation of the Caribbean Community Implementa-
tion Agency for Crime and Security (CARICOM IMPACS)2 which 
leads multiple initiatives that have resulted in wide-reaching dis-
cussions and training that improve capacity building related to 
enhancing the detection and investigation of violations in the digi-
tal space. Yet, there is a lot to be done before governments in the 
region can ofer a united approach to protection in the digital space. 
From a legislative standpoint, protections are inconsistent and as 
of the end of 2021 only 10 countries in the region have enacted 
substantive data protection legislative policies [42]. The goal of 
CARICOM, is to utilize the collective power of its member states 
throughout the region to promote consistency and shared benefts. 
And although their goal is to implement a GDPR-style approach 
to ofering regulatory protections, privacy experts assessing the 
region’s response to online threats have concluded that the "CARI-
COM is where the EU was in 1988 in developing GDPR" [35]. 

2CARICOM IMPACS: https://caricomimpacs.org/cyber-security/ 

Beyond, governmental eforts, very few research has been con-
ducted on online safety in the Caribbean. The few studies that have 
covered this region are limited to very specifc threats or focused on 
one country. For example, Thakur investigated how technology was 
being used to further facilitate gender-based violence in Jamaica 
[58]. The study found that 65% of respondents witnessed abuses on-
line and 71% thought it was a major problem. Similarly, Smith and 
Stamatakis explored factors that afect cyber-crime victimization for 
cyber-bulling and unauthorized access in Trinidad and Tobago [54]. 
Both studies focused on the occurrence of very specifc harms hap-
pening in one country in the region and did not explore protective 
behaviors. In this study, we attempt to fll this gap by investigating 
factors afecting safety behaviors of Caribbean citizens across the 
region. To do this we employ Protection Motivation Theory. 

2.2 Protection Motivation Theory 
Protection Motivation Theory (PMT) [36, 48] provides a critical 
lens to examine how and why people decide to engage in protective 
behaviors in potentially threatening situations. The theory pro-
poses that behavior is infuenced by users’ appraisal of threat and 
their coping appraisals regarding this threat. Threat appraisals are 
conducted to determine an individual’s overall perception of danger, 
and are determined by the perceived severity and perceived vul-
nerability associated with unsafe situations or behaviors. Similarly, 
coping appraisals are conducted to determine an individual’s ability 
to respond to the threat, and are determined by the response ef-
cacy and self-efcacy associated with carrying out safe behaviors. 
Both the threat and coping appraisals are mutually inclusive. Both 
types of appraisal must occur for individuals to eventually perform 
the protective behavior. If a threat is not perceived to be severe, 
unlikely to occur, or if users felt like nothing could be done about 
the threat, no protective motivation would emerge and ultimately 
there would be no change in behavioral intention. 

Within the context of social media, safety mechanisms are often 
available to assist users in the event of specifc threats. However, it 
is ultimately up to the user to determine whether or not those mech-
anisms will help them feel safe while interacting online. Therefore, 
an individual’s assessment of their disclosure patterns on social 
media may be infuenced by an assessment of the benefts and 
threats of engaging when it is potentially unsafe. The objective 
of the current study is to investigate factors contributing to infor-
mation disclosure when users feel safe or unsafe. As illustrated in 
Figure 1, when all of the four appraisal components are put together, 
they are deemed to infuence users’ level of safety protection. The 
model posits that the components have a linear relationship with 
protection motivation. Namely, as any of the variables increase, a 
higher level of protection motivation will occur. Thus, all of the 
individual variables are considered to be equally essential, rather 
than any one being of more importance than the others [36, 48]. 

Recent studies that have applied PMT in the context of online 
safety have investigated the motivation behind using computer 
virus protection [29], online privacy [69], harassment [34], pre-
dicting internet scam victimization [16] and digital security [53]. 
Therefore, it would be appropriate to apply PMT in examining how 
social media users manage risks related to their safety by adopt-
ing online protection behaviors. Unlike previous works, this study 

https://caricomimpacs.org/cyber-security
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Figure 1: The fgure above illustrates the proposed conceptual model for the study 

applies PMT to empirically measure a multitude of behaviors that 
contribute to safety, rather than focusing on one particular pro-
tective behavior. In doing so, we demonstrate the importance of 
explaining safety practices as a whole and within the context of 
varying types of harms, as opposed to addressing but one particular 
context. 

2.3 Hypothesis Development 
According to PMT, threat appraisal, which is comprised of per-
ceived severity and perceived vulnerability, acts as a determinant 
of whether one adopts coping responses [20]. A novel contribution 
of our study is the examination of prior experiences with safety 
threats and its association with such threats appraisals. Prior work 
has found that prior experiences serve as signifcant predictors 
in making decisions about online harms [17]. This likely happens 
because those who have personally been victims of safety harms 
are likely to understand the severe consequences associated with 
that threat [8]. 

For example, Mohamed and Ahmad found that persons who were 
victims of internet scams tended to build more knowledge about 
related severity and vulnerability [39]. Thus, we hypothesize that 
prior experiences with safety risks will infuence users’ perceptions 
of how much they can trust social media, while also afecting their 
awareness of the consequences of risk exposure, thus impacting 
their perception of the severity of that harm and their perceived 
vulnerability to it. 

H1: Threat experience will have an efect on perceived vulnera-
bility 

H2: Threat experience will have an efect on perceived severity 
H3: Threat experience will have an efect on perceptions of trust 

in social media platforms. 

According to PMT, coping appraisals are formed from response 
efcacy beliefs (i.e. the belief that blocking a person on social media 
would protect them from additional harassment) and self-efcacy 
beliefs, which is the extent to which one believes they have the 
ability to successfully use to a safety tool (e.g. the belief that one 
could efectively use two factor authentication) [20]. This aligns 
with prior research which showed that the more people thought a 
harm was severe, the more likely they were to adopt positive atti-
tudes towards protective behaviors [48]. Woon found that increased 
levels of perceived severity positively afected participants’ security 
behavior [66]. Likewise, Johnston and Warkentin showed that the 
more people felt they were vulnerable to a threat, the more likely 
they were to consider the capabilities of protective mechanisms 
[26]. With this in mind, we present the following hypothesis: 

H4: Threat experience will have an efect users’ coping appraisal 

As an individual experiences stronger attitudes towards how 
well a particular safety mechanism works in maintaining safety, 
they will be more motivated to engage in that protective behavior 
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[34]. In a similar way, a user who is more confdent in their ability 
to efectively use a tool is more likely to be positively motivated to 
engage with that tool [36]. Hence, we propose: 

H5: Users’ coping appraisal is positively associated with behav-
ioral intention 

H6: Perceived severity is positively associated with behavioral 
intention 

H7: Perceived vulnerability is positively associated with behav-
ioral intention 

In human interaction, trust has been viewed as a critical factor 
in interactions involving risk, and the efect of trust has also been 
studied extensively in technological contexts [38]. Studies have 
shown that social media users are more likely to trust platforms 
that could keep them protected from safety harms [2]. Kim et al. 
illustrated how usable privacy policies predicted consumers’ trust 
of a website [27]. Conversely, social media companies have faced 
increasing public pressure because of risks to users’ safety, such as 
unfair data collection [68], harassment [9, 64], and overall concerns 
for better safety tools [47]. Based on these fndings, we hypothesize 
the following: 

H8: Trust in social network platforms is positively associated 
with behavioral intention 

3 OVERVIEW OF METHODS 
To test our hypotheses we conducted an online survey with 563 
participants throughout the Caribbean region between March to 
June 2021. This study was reviewed as Exempt by our university’s 
Institutional Review Board. In the following section, we describe 
the methodologies adopted, the study procedures, and the recruited 
sample of study participants. 

3.1 Recruitment 
Participants were recruited from a total of 15 English speaking 
countries in the Caribbean region: Anguilla, Antigua and Barbuda, 
Barbados, Bonaire, Cuba, Curaçao, Dominica, Grenada, Guadeloupe, 
Jamaica, Martinique, Saint Kitts and Nevis, Saint Lucia, Saint Martin, 
Saint Vincent and the Grenadines, and Trinidad and Tobago. The 
description of the demographics is included in Table 1. 

We recruited respondents by using a combination of online re-
cruitment on social media, snowball sampling, and word-of-mouth 
techniques. We contacted community organizations within the re-
gion and posted in Facebook groups of the respective countries. 
The recruitment message requested participants who were cur-
rently residing in the Caribbean and used the Internet. Participants 
were required to be 18 years or older. On average, it took 19 min-
utes to complete the study. Respondents were ofered $5 USD in 
mobile credit to thank them for their time. The amount and type 
of incentive was decided after conferring with local collaborators 
and speaking with persons during the pilot phase. All of the re-
sponses were anonymized and extra steps were taken to prevent 
re-identifcation. An attention check question was included to help 

to identify poor quality responses. In total, 12 responses were ex-
cluded from the analysis due to low quality or a low number of 
responses for that country, which left a total sample size of 551. 

3.2 Participants 
We treated age, gender, ethnicity, household income, education, and 
sexual orientation as exogenous variables. The majority of respon-
dents identifed as Black or Afro-Caribbean (70.24%), followed by 
Kalinago (3.25%)3, White or Caucasian (2.11%), East Indian, (3.09%), 
Asian (0.81%), American Indian or Alaska Native (0.81%), Hispanic 
(0.81%), two or more races (5.85%), not disclosed (6.83%). The aver-
age age of respondents was 29 years (SD = 9.31 years). Household 
income was measured on a 13 point scale from "less than $4,999 
USD" to "$65,000 USD or more". Around 62% of respondents re-
ported a household income below $34,999 annually. Education was 
measured on a 8 point scale ranging from "less than a high school 
degree" to "professional degree (e.g. JD or MD)". Education levels 
varied: 7.10% had less than a high school degree, 42.83% obtained 
medium levels of education (secondary education), and 41.55% ob-
tained higher education (bachelor’s and beyond). The sample con-
sisted of 59% women. Regarding sexual orientation, 76% identifed 
as heterosexual, bisexual (8%), gay (2%), self-described (2%), and the 
remainder preferred not to disclose. 

3.3 Measurement 
Prior work has measured threats to online safety in multiple ways, 
in both technical and non-technical contexts [47, 54]. Where possi-
ble, we adopted validated measurement scales, while some scales 
were adapted from existing work that focused on similar issues. 
Given the complexity of online threats, we felt that it was crucial 
to capture a wide range of experiences, as diferent types of threats 
co-occur on large scales on social media. Recent research has ac-
knowledged the entangled nature of threats and the importance 
of studying a variety of risks to better understand how they relate 
to each other [47, 50]. Based on this notion, we considered both 
technical and non-technical risks and their respective protective 
behaviors. We chose to ask participants questions about their inten-
tions to adopt protective behaviors, as intentions are acknowledged 
as one of the most signifcant predictors of actual behaviour [19]. 
Furthermore, our methods are aligned with similar studies that 
explored similar online safety contexts and measured intentions 
based on a range of behaviors [16, 24, 26, 34, 53, 54]. 

We consider a wide range of threats, including threats related to: 
• Digital security: Instances that risk the protection of a per-
son’s personal account and/or fles from intrusion by an 
outside user. 

• Access and disclosure: Threats that risk information privacy 
and occur as a result of unacceptable or unwanted data col-
lection, processing, or sharing. 

• Harassment: Interpersonal interacts that potentially harm 
or damage an individual or impacts them negatively. 

• Online to Ofine: Interactions that begin in digital contexts 
but has post-digital consequences spilling into ofine con-
texts. 

3Persons identifying as Kalinago are members of an indigenous tribe of people in the 
Lesser Antilles in the Caribbean. 
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Country Male 
% count 

Female 
% count 

Non-binary 
% count 

Self-describe 
% count 

Prefer not to say 
% count 

Total 

Jamaica 24.14% 35 65.52% 95 0.69% 1 0.69% 1 8.97% 13 145 
Saint Kitts & Nevis 27.27% 27 53.54% 53 0.00% 0 2.02% 2 17.17% 17 99 
Dominica 14.29% 10 72.86% 51 0.00% 0 2.86% 2 10.00% 7 70 
Barbados 28.13% 18 59.38% 38 0.00% 0 1.56% 1 10.94% 7 64 
Saint Lucia 25.42% 15 61.02% 36 0.00% 0 0.00% 0 13.56% 8 59 
Antigua and Barbuda 32.35% 11 47.06% 16 0.00% 0 2.94% 1 17.65% 6 34 
Trinidad & Tobago 15.63% 5 53.13% 17 18.75% 6 0.00% 0 12.50% 4 32 
Saint Vincent 37.50% 9 41.67% 10 0.00% 0 8.33% 2 12.50% 3 24 
Grenada 20.83% 5 70.83% 17 4.17% 1 0.00% 0 4.17% 1 24 
US Virgin Islands 66.67% 2 33.33% 1 0.00% 0 0.00% 0 0.00% 0 3 
Saint Martin 50.00% 1 50.00% 1 0.00% 0 0.00% 0 0.00% 0 2 
Anguilla 50.00% 1 50.00% 1 0.00% 0 0.00% 0 0.00% 0 2 
Guadeloupe 0.00% 0 0.00% 0 0.00% 0 0.00% 0 100.00% 1 1 
Martinique 100.00% 1 0.00% 0 0.00% 0 0.00% 0 0.00% 0 1 
Bonaire 100.00% 1 0.00% 0 0.00% 0 0.00% 0 0.00% 0 1 
Cuba 100.00% 1 0.00% 0 0.00% 0 0.00% 0 0.00% 0 1 
Curaçao 100.00% 1 0.00% 0 0.00% 0 0.00% 0 0.00% 0 1 

Table 1: Gender distribution per country. Countries in the second segment of the table were excluded from the analysis due to a 
low number of participants. 

Mobile Application Never U
% 

sed it 
count 

Don’t u
% 

se it anymore 
count 

Haven’t 
% 

used it in a while 
count 

I’m usin
% 

g it now 
count 

WhatsApp 0.23% 5 1.50% 9 0.85% 8 17.72% 548 
YouTube 0.18% 4 1.83% 11 3.72% 35 16.81% 520 
Facebook 0.91% 20 8.65% 52 6.91% 65 14.00% 433 
Instagram 2.67% 59 5.49% 33 7.77% 73 13.09% 405 
Snapchat 6.53% 144 10.98% 66 12.34% 116 7.89% 244 
Tik Tok 10.24% 226 8.15% 49 7.55% 71 7.24% 224 
WhatsApp mod* 11.60% 256 9.98% 60 5.11% 48 6.66% 206 
Pinterest 7.48% 165 8.65% 52 17.87% 168 5.98% 185 
Twitter 8.57% 189 14.81% 89 13.51% 127 5.33% 165 
LinkedIn 13.24% 292 11.48% 69 10.85% 102 3.46% 107 
Reddit 19.63% 433 5.99% 36 6.81% 64 1.20% 37 
Tumblr 18.72% 413 12.48% 75 6.70% 63 0.61% 19 

Table 2: Description of the frequency of app usage among all participants. Note that "WhatsApp Mod" represents WhatsApp 
FM, GB WhatsApp or any modifed version of WhatsApp*. 

Iterative feedback was gathered from a group of 15 Human Com-
puter Interaction (HCI) researchers over the course of two months 
to ensure the usability of the survey. Two local research assistants 
were also recruited from the Caribbean to ensure cultural relevance 
of the measurement instrument. Upon extensive discussions, we 
decided to make explicit distinctions between ofine and online 
stalking, as well as adding items such as "your phone was cloned 
by someone without permission". These were items that local re-
searchers expressed were prevalent regionally and important to 
have included. Aside from Threat Experience (which was measured 
with dichotomous items), all remaining factors were measured on 
7-point Likert-type scales to ensure uniformity and comparability 
(see Tables 5-8 in the Appendix for the full lists of items). 

3.3.1 Threat Experience. Similar to Chen et al. [15], threat experi-
ences were measured with dichotomous items (yes or no), asking 
respondents whether they had experienced any harms (See Figure 
2 for breakdown of reported threat experiences). This aligns with 
similar research that applied PMT to predict protection behavior 
[34]. 

3.3.2 Threat appraisal. The perceived severity of a threat was as-
sessed by asking respondents to indicate how serious a particular 
threat (e.g., "your login information being at risk of being compro-
mised") was to them, while their perceived vulnerability to that 
threat was assessed by asking respondents about how likely they 
think they would experience each of the threats. 

I 
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3.3.3 Coping appraisal. To measure self efcacy, respondents indi-
cated the extent to which they believed the could employ particular 
protective behaviors (e.g., "set up Login alert for my social media 
accounts"). For response efcacy, participants were asked to what 
extent they agreed that the respective protective behaviors helped 
them feel safe online. Protective behaviors were chosen that mir-
rored the threats they were designed to address (see Tables 5-8 in 
the Appendix for the alignment between threats and protective 
behaviors). 

3.3.4 Behavioral Intention. Behavioral intention has been tested 
extensively as a reliable construct for predicting human behavior 
[62]. For this construct, we asked respondents about their intention 
to adopt particular protective behaviors in the event of an unsafe 
online experience. 

3.3.5 Other Scales. In addition to the constructs mentioned above, 
we also explored respondents’ social media usage using a scale 
adopted from Perrin and Anderson [45]. Furthermore, fve items 
were adopted from the Internet users’ information privacy concerns 
(IUIPC) scale to measure respondents’ trust in social media plat-
forms [37]. In addition, we adapted Lusoli et al.’s scale measuring 
perceptions of third party responsibility for the safety context [33]. 

3.4 Positionality Statement 
This project comprises of co-authors who are primarily associated 
with one US-based university. However, the work was carefully con-
ducted to examine the underlying challenges facing the Caribbean 
community while ensuring local experts were leading research ef-
forts. To align with our goal of de-centering Western perspectives, 
we chose to include these experts in each phase of the study to en-
sure cultural relevance and that perspectives from diferent islands 
were included. In addition, we worked alongside a non-proft orga-
nization in the Caribbean to conduct the work. As a result, the team 
for this project consisted of a graduate student, faculty, local collab-
orators and local research assistants. Many of the project members 
were physically present in the region throughout the duration of 
the study. At the conclusion of the survey data collection, we once 
again involved local experts to position the fndings within the 
context of the region. Their input helped to formulate and situate 
the implications of this work. 

4 RESULTS 
We organize our results by the initial research questions outlined 
in section 2.3 and present the fndings related to our proposed 
conceptual model. 

4.1 RQ1: What threats are prevalent throughout 
the region? 

We frst explored how participants across the region experienced 
threats to their safety. Overall, 92% of respondents reported having 
experienced a threat to their online safety on at least one occa-
sion. When comparing the prevalence of the diferent types of 
threats, risks regarding access to personal information and disclo-
sure were the highest, with 43% of participants reportedly having 
experienced this type of threat. Additionally, 30% of the respon-
dents reported having experienced security related threats, 35% 

experienced harassment-related threats, and 32% reported threats 
that transferred from the online to the ofine space. In Figure 2, we 
show the overall distribution of threats among all participants. This 
visualization is revealing in several ways. The top three experienced 
threats were spread across diferent groups of threats, rather than 
belonging any one type of threat. The most prevalent threat was re-
lated to targeted advertising as 58% of participants reported having 
experienced their personal information being collected and used to 
send unwanted ads on social media. The second highest occurrence 
was being sent unsolicited explicit content (55% of participants 
reported having experienced this harm). We also observe high in-
stances of prior experiences with potentially compromised login 
information (54.45%) of participants reported having experienced 
this harm). 

We subsequently adopted a more focused observation to distin-
guish between diferences in victimization rates across the region. 
Figure 3 shows a general trend of similar victimization rates among 
all threats. However, we note a trend of consistently higher reported 
experiences among participants from St. Vincent and consistently 
lower rates among participants from Trinidad and Tobago. 

4.2 RQ2: Which threats are perceived to be the 
most concerning? 

We operationalize concern by examining responses related to how 
participants’ conceptualize threats. Prior work has argued that 
understanding which types of experiences are perceived to be most 
threatening could assist in the prioritization of resource deployment 
for the development of protective mechanisms [25], and to better 
understand nuances around how protective strategies should be 
deployed. Thus, to assess concern, we consider patterns related 
to perceptions of how severe a threat is and the extent to which 
participants perceived themselves to be vulnerable to those threats. 

Across threat categories, there were similar levels of agreement 
regarding which types of threats were perceived to be most severe 
(see Figure 4 and Figure 5 for a breakdown across diferent threats). 

It can be referred from data in Figure 5 that, compared to the 
severity levels displayed in Figure 4, participants felt they were less 
susceptible to risks even if they considered them to be severe. This 
was evident for online-ofine threats where participants felt it was 
more unlikely that they would have those experiences. In contrast, 
threats that impact the access and disclosure of private informa-
tion were most prevalent, considered highly severe, and on average 
users felt most vulnerable to these threats. Among all threat types, 
one noteworthy outlier was participants’ perceptions of their vul-
nerability to having their personal explicit content shared without 
their consent. Participants claimed to be much less vulnerable to 
this potential threat than to all other threats, with less than 20% of 
participants feeling at least somewhat likely to experience this. In 
essence, having explicit photos leaked is considered a very serious 
threat across the region. Although it is a major threat, most partici-
pants were not convinced they were likely to have that experience. 
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Figure 2: Reported prior victimization counts across all participants (N=551) and all observed threat categories. 

Figure 3: Regional victimization trends. Numbers shown represent the standardized residuals. Color gradient corresponds to 
the magnitude of the discrepancy (Red is smaller than expected; Green is larger than expected) 

4.3 RQ3: What role does users’ threat and from online into ofine contexts, and harassment-related threats. 
coping appraisals play in their intention to SEM combines confrmatory factor analysis and path analysis to 

test hypothesized causal relationships between latent constructs adopt protective behaviors? 
[50]. For each factor, we use multi-item measurement scales to 

We apply structural equation modeling (SEM) to test the relation- control for measurement error [23]. 
ships between the PMT components, as hypothesized by theory, in To validate the robustness and validity of our measurement 
four SEM models based on each type of threat—threats to digital se- scales, Confrmatory Factor Analysis (CFA) was employed. Items 
curity, threats related to access and disclosure, threats that spill over 
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Figure 4: Sample-wide comparison of the perceived severity of threats across all threat categories 

Figure 5: Sample-wide comparison of the perceived vulnerability of threats across all threat categories 

with low loadings were removed from subsequent analyses (see the with response efcacy in all sub-models. As such, self efcacy was re-
greyed-out items in Tables 5-8 in the Appendix). moved from the analysis. Consequently, we do not describe results 
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reliability and convergent validity: Cronbach’s � values were excel-
lent4, ranging between .81 and .96 while all AVE values exceeded 
0.50. 

We subsequently subjected the 6 factors and selected exoge-
nous variables to Structural Equation Modeling (SEM). For the 
country-level analysis, we conducted omnibus tests to eliminate 
the possibility of family-wise errors and conducted a power analysis 
which confrmed that the sample sizes per country were sufcient 
to reveal large efects. The corresponding structural models5 with 
the evaluation results are presented in Figures 6-9. The model ft 
indices for all four models indicate good to excellent ft6. 

• Threats related to online-to-ofine contexts: excellent ft: 
�2(315)= 608.795, p < .01; RMSEA = 0.042, 90% CI: [0.037, 
0.047], CFI = 0.986, TLI 0.985. 

• Harassment-related threats: excellent ft: �2(781)= 1197.256, 
p < .01; RMSEA = 0.032, 90% CI: [0.028, 0.035], CFI = 0.986, 
TLI 0.991. 

• Threats to digital security: excellent ft: �2(527)= 649.005, p 
< .01; RMSEA = 0.024, 90% CI: [0.019, 0.029], CFI = 0.993, TLI 
0.995. 

• Threats to the access and disclosure of personal information: 
excellent ft: �2(517)= 814.834, p < .01; RMSEA = 0.033, 90% 
CI: [0.028, 0.037], CFI = 0.998, TLI 0.999. 

Results pertinent to the proposed hypotheses are depicted in 
Table 3. For clarity, we report signifcant direct efects from left to 
right and endogenous variable are not depicted. 

Hypothesis 1 postulated that prior victimization would afect 
participants’ perceived vulnerability to threats. Indeed, across all 
models, threat experience (i.e., prior victimization) signifcantly 
increased perceived vulnerability to threats related to: harassment 
(� = 0.571, p < 0.001), digital security (� = 0.390, p < 0.001), access 
& disclosure (� = 0.672, p < 0.001), and online-to-ofine contexts (� 
= 0.583, p < 0.001). Therefore, H1 is supported. 

Similarly, Hypothesis 2 postulated that prior victimization 
would afect participants’ perceptions of threat severity. Threat 
experience did not have a signifcant efect across all threats, except 
for online-to-ofine threats (see Figure 8). In that context, there 
was a signifcant negative efect of prior threat experience on per-
ceived severity (� = -0.141 p < 0.05). Thus, this hypothesis is only 
supported in the model for online-to-ofine threats. 

That said, we also found a consistent signifcant positive rela-
tionship between perceived vulnerability and perceived severity— 
participants who considered themselves more vulnerable to a cer-
tain threat also considered the threat to be more severe. Conse-
quently, while we only fnd a signifcant direct relationship between 
threat experience and perceived severity in the online-to-ofine 
threat context, our models consistently show an indirect efect of 
threat experience on perceived severity, mediated by perceived vul-
nerability (i.e., participants with prior threat experience considered 

4For alpha, >.70 is acceptable, >.80 is good, >.90 is excellent. 
5Signifcance levels in the models are indicated as: ***p < .001, **p < 0.1, *p < 0.05. R2 is 
the proportion of variance explained by the model. Numbers on the arrows represent 
the � coefcients (and the standard error) of the efect 
6A model should not have a non-signifcant �2 , but this statistic is regarded as too 
sensitive [6]. Hu and Bentler [22] propose cutof values for other ft indices to be: CFI 
> .96, TLI > .95, and RMSEA < .05, with the upper bound of its 90% CI below 0.10. 

themselves to be more vulnerable to those threats, and subsequently 
perceived these threats to be more severe). 

We also note a key diference in perceived threat severity across 
countries. Figures 13, 10, 11, 12 provide an overview of the dif-
ferences in perceived severity by country. Notably, participants 
from St. Lucia reported higher levels of perceived severity across 
all types of threats. Comparatively, St. Lucian participants perceive 
threats related to digital security (� = 0.617, p < 0.01) and access 
and disclosure of personal information (� = 0.482, p < 0.05) at a 
signifcantly higher level of severity. 

Hypothesis 3 postulated that prior victimization would afect 
participants’ perceptions of trust in social media platforms. Partici-
pants who had a higher level exposure to threats had more negative 
attitudes regarding the trustworthiness of social media platforms. 
Trust in social media platforms signifcantly decreased as partici-
pants had experiences with threats related to harassment(� = 0.571, 
p < 0.001), digital security (� = 0.390, p < 0.001), access & disclosure 
(� = 0.672, p < 0.001), and online-to-ofine contexts (� = 0.583, p < 
0.001). This provides supporting evidence for H3 in all models. 

Hypothesis 4 postulated that prior victimization would afect 
participants’ coping appraisal. This efect was only signifcant for 
online-to-ofine threats (see Figure 8), where prior victimization 
negatively impacted the extent to which participants felt safety 
tools would help them to remain safe (� = -0.165, p < 0.05). 

That said, we also found consistent signifcant positive rela-
tionships between perceived vulnerability / severity and response 
efcacy—participants who considered themselves more vulnerable 
to certain threat and who considered these threats to be more severe 
also felt that safety tools would help them remain safe. These efects 
can be explained if one considers that people who feel vulnerable 
towards severe threats are likely to expend more efort familiariz-
ing themselves with potential protective behaviors. This familiarity 
could then increase their confdence in responding to the threat 
(cf. [7]). Consequently, while we only fnd a signifcant direct re-
lationship between threat experience and response efcacy in the 
online-to-ofine threat context, our models consistently show an 
indirect efect of threat experience on response efcacy, mediated 
by perceived vulnerability and perceived severity. 

Hypotheses 5, 6 and 7 postulated that resp. users’ coping ap-
praisal, perceived severity and perceived vulnerability infuenced 
their behavioral intention to implement protective behaviors. Among 
these, only the relationship between response efcacy and behav-
ioral intention was consistently found to be signifcant, supporting 
H5. Participants who felt that safety tools would help them to re-
main safe had a higher intention to adopt behaviors to prevent 
threats related to harassment(� = 0.987, p < 0.001), digital security 
(� = 0.943, p < 0.001), access & disclosure (� = 0.833, p < 0.001), and 
online-to-ofine contexts (� = 0.981, p < 0.001). 

Participants perceptions of vulnerability were associated with 
their behavioral intention to implement protective behaviors as 
well, but this efect was not consistent across the four threat cate-
gories. Participants who perceived higher levels of severity were 
more likely to adopt protective behaviors for threats related to their 
digital security (� = 0.162, p < 0.01) and access and disclosure of their 
personal data (� = 0.152, p < 0.01). Thus, H6 is only supported for 
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Figure 6: The fgure above displays the SEM models for threats related to digital security 

Figure 7: The fgure above displays the SEM models for threats related to the access and disclosure of personal information. 
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Figure 8: The fgure above displays the SEM models for threats related to online-ofline contexts 

Figure 9: The fgure above displays the SEM models for Harassment-related threats 
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Figure 10: Marginal efects of perceived severity for online-to-ofline threats 

Figure 11: Marginal efects of perceived severity for threats related to Access and Disclosure 
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Figure 12: Marginal efects of perceived severity for security threats 

Figure 13: Marginal efects of perceived severity for harassment-related threats 
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Figure 14: Sample-wide comparison of the response efcacy across all protective behavior categories 

Figure 15: Sample-wide comparison of behavioral intention across all protective behavior categories 

these two types of threat. In contrast, we found no signifcant asso-
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As such, H7 is not supported. 
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in all models except the model for harassment-related threats. Ar-
guably, trustworthy social networks can help users mitigate threats, 
except for harassment-related threats. Due to the serious nature of 
such threats, it might be worthwhile for social media platforms to 
consider ways to help users increase their response efcacy against 
them. 
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Hypothesis Description Access Security Harassment Ofine 

H1 

H2 

H3 

H4 

H5 

H6 

H7 

H8 

Threat experience will have an efect on 
perceived vulnerability 
Threat experience will have an efect on 
perceived severity 
Threat experience will have an efect on 
perceptions of trust in social media plat-
forms 
Threat experience will have an efect on 
users’ coping appraisal 
Users’ coping appraisal is positively as-
sociated with behavioral intention 
Perceived severity is positively associ-
ated with behavioral intention 
Perceived vulnerability is positively as-
sociated with behavioral intention 
Trust in SNS is positively associated with 
behavioral intention 

Supported 

Partially Sup-
ported 

Supported 

Not Supported 

Supported* 

Supported 

Not Supported 

Partially Sup-
ported 

Supported 

Partially Sup-
ported 

Supported 

Not Supported 

Supported* 

Supported 

Not Supported 

Partially Sup-
ported 

Supported 

Partially Sup-
ported 

Not Supported 

Not Supported 

Supported* 

Partially Sup-
ported 

Not Supported 

Supported 

Supported 

Supported 

Not Supported 

Supported* 

Supported* 

Partially Sup-
ported 

Not Supported 

Partially Sup-
ported 

Table 3: The table above describes the summary of fndings related to the hypotheses testing. Items denoted by (*) signify 
hypotheses where coping appraisal, which comprises of self efcacy and response efcacy, is observed but self efcacy was 
dropped and the results refected represent response efcacy only. 

Research Questions Results Implications 

RQ1: Which types of threats are preva-
lent? 

The top three threats participants experienced were 
related to unwanted ads, unsolicited content, and 
stolen login credentials. Participants from St. Vin-
cent had the highest average incident rate across 
all threats. 

Threats to the access, collection, and disclosure of 
personal information were most concerning. This 

For platform designers, creating easily 
accessible and actionable control options 
could assist in mitigating unwanted inter-
actions. More visibility of security prac-
tices could assist in reduces incidents of 
stolen login credentials. 

High incident rates coupled with high 

RQ2: Which threats are perceived to be 
the most concerning? 

threat category was most prevalent, people felt 
they were severe, and they felt most vulnerable 
to these threats. On a country-level perspective, 

rates of perceived vulnerability may indi-
cate either a need for better awareness of 
existing tools or a need for tailored tools 

participants from St. Lucia were most concerned 
about experiencing threats overall. 

For harassment and online-ofine threats, people 
are willing to adopt protective behaviors depend-

for more protection. 

There might be gaps in the efectiveness 
of protective measures for harassment 

RQ3: What role does users’ threat and ing on how well they think protective measures and online-ofine threats. Users would 
coping appraisals play in their intention actually work regardless of the severity. In compar- experience more severe threats and only 
to adopt protective behaviors? ison, the severity of the threat plays a direct role 

in using protective measures for threats related to 
security, and access and disclosure. 

be motivated to use measures based on 
how well they think the platform would 
help. 

Table 4: In the table above, we summarize the results in relation to our research question as well as ofering an overview of the 
respective implications. 

We summarize the fndings in tables 3 and 4. 

5 DISCUSSION 
In this section, we discuss emerging insights and theoretical impli-
cations based on our data about the perceptions of threats and their 
impact on protective behaviors. We develop our understanding 
through interviews with local experts from a diversity of back-
grounds, who helped us contextualize the results and ensured that 
the implications are refective of the needs of people in the region. 
We discuss practical design and policy implications of our study. 
We close by presenting our research limitations and directions for 
future work. 

5.1 Theoretical and Practical Considerations 
Overall, our fndings illustrate that there are signifcant variations 
across diferent countries in how people evaluate threats, and our 

model shows that these diferences subsequently infuence their 
safety intentions. This provides supporting evidence for challeng-
ing the one-size-fts-all approach to safety mitigation currently 
employed by social media platforms. 

Despite these variations, there are similarities in perceptions in 
the underlying factors that infuence social media users’ intention 
to protect themselves against threats to their safety. First, the results 
point to safety being a pervasive challenge across the region: across 
all countries, an overwhelming number of persons reported hav-
ing encountered a threat to their safety at least once. Despite this, 
prior victimization increased users’ motivation to protect them-
selves going forward. Aligning with Protection Motivation The-
ory [36], perceived vulnerability towards threats, perceived severity 
of threats, and perceived response efcacy in protecting against 
threats signifcantly contributed to users’ intention to engage with 
protective behaviors. Unlike the original PMT model, we do not fnd 
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a direct relationship between threat appraisal components and be-
havioral intention. Rather, we fnd that perceptions of severity and 
vulnerability infuence safety intentions only via people’s response 
efcacy. 

Taken together, people who had previously faced threats per-
ceived higher vulnerability, and higher vulnerability resulted in 
higher perceived severity, which in turn increased users’ response 
efcacy, which then in turn increased their intentions to engage 
with protective behaviors. Researchers have argued that risk expo-
sure builds resilience and aids in risk mitigation [65]. Conversely, 
though, this means that persons with lower levels or no experi-
ences with threats, such as younger audiences or social media users 
with fewer technology skills, may initially refrain from protecting 
themselves—until they are victimized. It could be distressing for 
victims who may encounter risks for the frst time and who may 
not be completely aware of what to do. 

This could be exacerbated for younger social media users who 
may ask their parents for support, but their parents do not under-
stand the threat itself or may be unfamiliar with available options 
for redress. For example, discussions with experts revealed that 
there have been multiple instances of severe consequences for high 
school students in Trinidad, where the creation of malicious explicit 
deepfakes have been rampant lately. The expert explained 

"because of a lack of knowledge in terms of what tech-
nology brings to the table and the kind of things that 
could happen it was difcult for him [the parent of 
the victim] initially to accept that this [the deepfake] 
wasn’t really happening. It was only when the daughter 
attempted suicide, that the family decided to seek help" 
— E6, Director of a non-proft organization, Trinidad 
and Tobago. 

Adopting an approach that encourages resilience through risk 
exposure would be impractical: The consequences of exposure to 
high-level risks are severe and when that severe risk is coupled 
with the continual evolution of threats, it raises questions about 
the long-term efectiveness of such a reactive safety mitigation 
strategy. Therefore, despite safety intentions being increased by 
prior victimization, exposure should not be central in mitigation 
approaches, as the consequences of negative experiences could be 
irreparable. 

Generally, there was agreement regarding the severity of harms. 
Regionally, threat appraisal was high: Caribbean people felt that 
threats in all categories were severe and that it was not unlikely 
for them to personally encounter such threats. Notably, among 
all threats, one of the highest reported risk was being sent unso-
licited content. However, most persons thought there was a very 
low likelihood that they would ever experience their own explicit 
photos being shared without their consent. This is of particular 
interest since there have been multiple media reports across the 
region of women and girls being exploited and harassed by men 
who unbeknownst to them shared their explicit photos [5, 21, 40]. 
Upon further investigation of these media reports, we note that the 
majority of the perpetrators were persons with whom the victims 
had close ties (e.g. domestic partners or friends). Therefore, a possi-
ble explanation for the discrepancy between threat exposure and 
vulnerability might be that persons initially do not expect close 

ties to violate boundaries regarding content they feel protected by 
co-ownership. This is consistent with Petroni’s Communication 
Privacy Management theory (CPM) which explains that people 
have heavily guarded boundaries for private content and thus any-
one who has access to that information should treat the content in 
the same regard [46]. Relationships change, though, and the poten-
tial adversarial nature of a break-up can threaten to disrupt these 
heavily guarded boundaries. To mitigate harms in such situations, 
designers should consider intuitive and fail-safe means to revoke 
co-ownership of intimate content between (ex-)partners. 

One of the contributions of this work is the inclusion of threats 
with ofine consequences that occur as a result of online interac-
tions. Close knit societies like the Caribbean are more integrated, 
and thus the perceptions of severity for such ofine threats may 
difer from typical WEIRD societies. Previous studies have illus-
trated that cultural norms serve as a signifcant predictor of online 
disclosure [28, 30]. As such, social media users from individual-
ist cultures may have safety concerns centered around how the 
consequences of risk exposure will afect them personally, while 
users from collectivist cultures like the Caribbean may be more 
concerned about the collective consequences of their risk exposure 
for their strong ties (e.g. friends and family) [59]. As representative 
proponents of this view, our experts described: 

"it is not easy to recover here. Let’s say you were liv-
ing in New York. How many people actually know you 
there? Here, if your character is assassinated online, 
even if it true or not, that is ingrained in the minds of 
everyone. Then you have to consider how this will afect 
those around you. How that will afect your options for 
jobs and options for your family members." - E1, Youth 
Ambassador, St. Kitts-Nevis. 

Therefore, we encourage further research to explore threats that 
spillover into the physical world and other diversely perceived and 
complex harms. 

Furthermore, our fndings highlight that perceptions related to 
the efcacy of safety tools are central to users’ intention to engage 
in protective behaviors irrespective of the type of harm. This would 
be critical for stakeholders to consider when designing options 
for redress: If people are expected to adopt mitigation methods, 
there should be enough transparency about the efectiveness of the 
available tools to inform their safety decision-making process. 

5.2 Design and Policy Implications 
The results in this paper provide numerous opportunities to build 
upon and deepen the current body of knowledge surrounding on-
line safety for the HCI community and beyond. First, the design 
of many of the safety mechanisms ofered to social media users fo-
cuses on equality: All platform users are aforded the same resources 
and opportunities for risk mitigation. While this is an admirable 
endeavor, it fails to acknowledge that giving the same resources 
does not lead to the same outcomes for those who may be dis-
proportionately disenfranchised by imbalances, inequalities, and 
injustices. To illustrate, we observed that Caribbean people were 
just as motivated to engage with reporting tools on the platform 
as they were with ofine reporting options (e.g. building a legal 
case) even though a considerable number of countries in the region 
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do not have substantive laws for redress in case of online harms 
[42]. In light of this, we encourage platform owners to adopt an 
approach grounded in equity rather than equality, which would 
uncover the appropriate resources needed to elevate the positions 
of disenfranchised users, so as to achieve fair outcomes for all 
users. For developers and designers, this would require going a 
step beyond the "one-size-fts-all" approach to online safety and 
ensuring that resources are accessible and efective. For example, 
this could involve lobbying for the establishment of local online 
safety laws, so that the platform’s reporting tools can indeed be 
used to seek legal redress. This aligns with recent work that has 
advocated for platforms to integrate a tailored "constitutional layer" 
that is responsive to local context [11]. Thereby, future AI-enabled 
tools could assist victims in retrieving potential supporting evi-
dence from their devices (such as call logs, messages, summary 
reports of interactions) to assist in making reports or preparing for 
a legal case. This option would be helpful for regions with similar 
pain-points as the Caribbean where there might not be widespread 
access to information about the procedures of justice. Outside of 
the region, the concept of equitable design in privacy and safety 
could be applied to marginalized groups in Western countries to 
assist with ofering additional support or proving easier access to 
tools that would help them achieve fair outcomes. 

In a similar vein, our fndings and input from local experts raise 
concerns about a reliance on reactive justice. Across the Caribbean, 
there are threats that impede people’s ability to safely use the in-
ternet while many are concerned about the impacts of post-digital 
threats lingering from their online interactions. On a platform-
level, tools are tailored for retributive justice while more culturally-
appropriate options such as mediation are not implemented. Many 
justice-oriented techniques rely on exposure to harms (e.g. problem-
atic online content), since the success of these approaches depend 
on users reporting the harms (e.g. fagging the content). Instead, 
we support a new direction of alternative approaches to justice 
that depart from solely punitive techniques (e.g. banning users). 
Along these lines, Schoenebeck and Blackwell argue that social 
media governance has revolved around Western models of criminal 
justice, which is centered on compliance with formal rules versus 
the accountability for and repair of specifc harms [51]. The results 
from our study suggest that Caribbean internet users are experi-
encing threats that trample their basic human rights to preserve 
their privacy and safety as individuals. Thus, heavily utilizing re-
active models comes at the cost of overburdening millions while 
malicious actors prevail. Regionally, collective eforts to implement 
and deploy proactive technological tools might prove to be fnan-
cially straining and logistically draining since many countries have 
varying priorities for their limited resources. To combat this, we 
suggest a combined efort to design and develop culturally-aware 
online safety tools. 

Lastly, our analysis revealed that individuals who are geographi-
cally co-located may still display distinctive views, which undoubt-
edly has implications for regional legislation. The results point to 
countries that might need to devote additional resources to aware-
ness to encourage the adoption of protective measures or education 
campaigns to ensure people are aware of the rights to safety online. 
For example, CARICOM (an intergovernmental organisation of 15 
member states throughout the Caribbean) has recently launched 

an initiative aimed at ofering legislative protection for Internet 
users. Our data ofers insight into the types of threats that are most 
prevalent, those that are perceived as most severe, and the types 
of strategies people throughout the region are willing to employ. 
Thus, the insights could help to inform policy, design, and the de-
velopment of safety-related mechanisms. That said, our results also 
demonstrate some substantial diferences within the region, sug-
gesting that a supranational legislative approach must have ample 
opportunity for local nuances and adjustments. 

5.3 Limitations and Future Work 
In our study, we chose to investigate a wide variety of diferent 
types of harms that might be sensitive and trigger negative past 
experiences. As a result, persons might have felt embarrassed re-
vealing their experiences in answering our survey. Additionally, 
the threats represented in our survey are not exhaustive, and there 
might be other threats that Caribbean people experience that are 
not captured. While it would be challenging to identify all possible 
threats, future studies can examine additional threats to safety and 
how these impact special populations such as our youth. 

Secondly, we capture users’ behavioral intention to adopt protec-
tive measures. Although studies have shown that this is a reliable 
determinant of actual behavior, future work can conduct longitudi-
nal studies to explore the relationship between previous exposure 
to harms and users’ actual usage of protective behaviors. 

Finally, it should be noted that the recruitment of participants for 
our study required additional considerations since many popular 
crowd sourcing platforms typically used in HCI research (such as 
Amazon Mechanical Turk or Prolifc to name a few) do not include 
respondents from this area. Therefore, reaching some countries 
proved to be challenging from many aspects. For example, collect-
ing a sample from Haiti turned out to be impossible within the 
time frame and budget of our study, since this country in particu-
lar faced political unrest and natural disasters during the time of 
data collection. Even in better times, collecting data in Haiti would 
have required hiring a local company to deploy the study in-person 
rather than online given limitations in internet and technology ac-
cess. Generally speaking, it was important that we employed a com-
bination of methods to reach a broad sample of participants. Going 
forward, researchers could consider studying additional countries 
in the region, including non-English speaking islands such as Cuba, 
Puerto Rico, Haiti, and the Dominican Republic. Since there are no 
easily accessible research panels already in place, future scholars 
may consider atypical incentives such as ofering mobile credit to 
appeal to a broad sample. This proved to be advantageous in de-
ploying throughout most CARICOM territories but it may be more 
challenging, for example, in US-based territories such as Puerto 
Rico or the USVI where that structure is not in place. We note that 
our sample was skewed towards female participants which may 
or may not impact the generalizability of our results. Recruiting a 
balanced sample is often challenging and that difculty is multi-
plied when recruiting in over 15 countries. The snowball recruiting 
method has its limitations but it was proven to be more appropriate 
and feasible for the study. 
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6 CONCLUSION 
While research to date on specifc types of harms have been siloed, 
we ofer a holistic view on how people in a non-Western context 
perceive and evaluate online threats. Moreover, by conceptually 
defning protective behaviors based on the threats that they address, 
we were able to build knowledge on how the perceptions of threats 
infuence the adoption of online safety mechanisms. We found 
nuanced diferences among threats related to harassment, digital 
security, access and disclosure, and online-to-ofine threats—as 
well as between diferent countries in the Caribbean. Our fndings 
shed light on opportunities for both design and policy for the HCI 
community. 
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A APPENDIX 

A.1 Survey Instrument 
Platform Usage and Frequency 

Please indicate whether you currently use or previously used 
the following social media sites. 

Do you ever use: 
(Options: never used it, don’t use it anymore, haven’t used it in 

a while, I’m using it now) 
• Twitter 
• Instagram 
• Facebook 
• Snapchat 
• YouTube 
• WhatsApp 
• Pinterest 
• LinkedIn 
• Reddit 
• Tik Tok 
• WhatsApp FM, GB WhatsApp or any modifed version of WhatsApp 
• Tumblr 

Trust in Social Media Platforms 
Please indicate your level of agreement with the following: 
(Options: 7 pt Likert (Strongly Disagree - Strongly Agree) ) 
• Social media companies would be trustworthy in handling my information 
• Social media companies would tell the truth and fulfll promises related to 

the information provided by me 
• I trust that online social media companies would keep my best interests in 

mind when dealing with my information 
• Social media companies are in general predictable and consistent regarding 

the usage of my information 
• Social media companies are always honest with customers when it comes to 

using the information that I would provide 

Threat Experience 
Have any of these happened to you? 
(Options: Yes or No) Order was randomized. 
• Your identity being at risk of theft online 
• Being a victim of fraud 
• Your login information being at risk 
• Your information was stolen to create a fake account 
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• Your information was used without your knowledge 
• Your phone was cloned by someone without permission 
• Your information was shared with third parties without your agreement 
• Your information was used to send you unwanted commercial ofers/ads 
• Your views and behaviors being misinterpreted by algorithms 
• Your information being used in diferent contexts from the ones where you 

disclosed it 
• A person spreading malicious rumors about you on social media 
• A person taking sexual photos of you without your permission and sharing 

them on social media 
• A person insulting or disrespecting you on social media 
• A person creating fake accounts and sending you malicious comments through 

direct messages on social media 
• A person sending you unsolicited explicit content (e.g. naked pictures) 
• Someone using your information to stalk you online 
• Yourself being discriminated against (e.g. in job selection, receiving price 

increases, getting no access to a service) 
• Your reputation being damaged 
• Your relationships with friends or family being damaged 
• Your personal safety being at risk 
• Someone using your information to stalk you in person 

Open text: 
• In your opinion, what are the biggest threats to your safety online? 
• What do you do to defend against online threats? 

Perceived Vulnerability 
How likely do you think any of these issues will happen to you? 
(Options: 7 point Likert anchored from Extremely Unlikely -

Extremely Likely) 
See threats under threat experience. 

Perceived Severity 
In your opinion, what are the most severe risks connected with 

disclosure of personal information on social media sites? 
(Options: 7 point Likert anchored from Not at all Severe - Very 

Severe) 
See threats under threat experience. 

Response Efcacy 
Please rate your level of agreement with the following state-

ments. 
I feel safer on social media If I have the ability to... 
(Options: 7 point Likert anchored from Strongly Disagree - Strongly 

Agree) 

• Use Security controls (such as two factor authentication) 
• Complete a Security checkup 
• Set up Login alert for my social media accounts 
• Use Spam flters 
• Create a strong password 
• Delete a post 
• Hide or restrict content from particular friend/connection 
• Unfriend/ Remove Connections 
• Block/Remove Followers 
• Reject friends/ Delete Requests 
• Report harassment on the platform 
• Report harassment to the authorities (e.g. the police or build a case with a 

lawyer) 
• Seek legal protection from the platform (e.g. privacy policy) 
• Report inappropriate content 
• Report potentially fake profle (I.e online impersonation) 
• Delete ofensive comments 
• Hide potentially ofensive comments/content 
• Seek Support (communal/ofine e.g. talking to a friend) 
• Ask somebody (e.g., friends, family) what I should do 
• Perform safety check online 

Self Efcacy 
Please rate your level of agreement with the following state-

ments. 

If I needed to, I believe I could... 
(Options: 7 point Likert anchored from Strongly Disagree - Strongly 

Agree) 
See protective behaviors under response efcacy. 

Behavioral Intention 
Please rate your level of agreement with the following state-

ments. 
If I feel unsafe online, I plan to. . . 
(Options: 7 point Likert anchored from Strongly Disagree - Strongly 

Agree) 
See protective behaviors under response efcacy. 

Demographics 
Gender: What gender do you identify with? (Options: Male, Fe-

male, Non-binary, Prefer to self-describe, Prefer not to say) 
Age: What is your age? (Open text feld) 
Education: What is the highest level of school you have com-

pleted or the highest degree you have received? (Options: Less than 
high school degree, High school graduate (high school diploma or 
equivalent including GED),Some college but no degree, Associate 
degree in college (2-year), Bachelor’s degree in college (4-year), 
Master’s degree, Doctoral degree, Professional degree (JD, MD), 
Prefer not to say) 

Race: Choose one or more races that you consider yourself to 
be: (Options: White, Black or African American, American Indian 
or Alaska Native, Native Hawaiian or Pacifc Islander, East Indian, 
Hispanic, Kalinago, Two or more races, Prefer to describe) 
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Table 5: The survey items for the digital security model with item loading, average variance extracted, and Cronbach’s alpha 
for each factor. Removed items are colored in grey. Trust was measured once across all models since it measured attitudes 
towards trustworthiness of platforms independent of harm being faced. 

Construct Label Item Loading 
Threat Experience Identity Theft Your identity being at risk of theft online 0.700 
AVE: 0.721 Fraud Being a victim of fraud 0.695 
� : 0.83 Login Your login information being at risk 0.666 

Fake Account Your information was stolen to create a fake account 0.742 
Stolen Information Your information was used without your knowledge 0.795 
Cloned Your phone was cloned by someone without permis-

sion 
Perceived Vulnerability Identity Theft Your identity being at risk of theft online 0.802 
AVE: 0.794 Fraud Being a victim of fraud 0.757 
� : 0.87 Login Your login information being at risk 0.836 

Fake Account Your information was stolen to create a fake account 0.778 
Stolen Information Your information was used without your knowledge 
Cloned Your phone was cloned by someone without permis-

sion 
Perceived Severity Identity Theft Your identity being at risk of theft online 0.896 
AVE: 0.898 Fraud Being a victim of fraud 0.900 
� : 0.94 Login Your login information being at risk 0.903 

Fake Account Your information was stolen to create a fake account 0.892 
Stolen Information Your information was used without your knowledge 
Cloned Your phone was cloned by someone without permis-

sion 
Response Efcacy 2FA Use Security controls (such as two factor authentica- 0.834 

tion) 
AVE: 0.872 Security Checkup Complete a Security checkup 0.912 
� : 0.92 Login Alert Set up Login alert for my social media accounts 0.903 

Strong Password Your information was stolen to create a fake account 0.836 
Spam Filter Use Spam flters 

Behavioral Intention 2FA Use Security controls (such as two factor authentica- 0.917 
tion) 

AVE: 0.880 Security Checkup Complete a Security checkup 0.916 
� : 0.94 Login Alert Set up Login alert for my social media accounts 0.912 

Spam Filter Use Spam flters 0.762 
Strong Password Create a strong password 0.882 

Trust Trust1 Social media companies would be trustworthy in han- 0.828 
dling my information 

AVE: 0.815 Trust2 Social media companies would tell the truth and fulfll 0.837 
promises related to the information provided by me 

� : 0.91 Trust3 I trust that online companies would keep my best 0.804 
interests in mind when dealing with my information 

Trust4 Social media companies are in general predictable and 0.753 
consistent regarding the usage of my information 

Trust5 Social media companies are always honest with cus- 0.849 
tomers when it comes to using the information that I 
would provide 
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Table 6: The survey items for the harassment model with item loading, average variance extracted, and Cronbach’s alpha for 
each factor. Removed items are colored in grey. 

Construct Label Item Loading 
Threat Experience Rumors A person spreading malicious rumors about you on 

social media 
0.773 

AVE: 0.754 

� : 0.81 

Explicit Photos 

Insults 

A person taking sexual photos of you without your 
permission and sharing them on social media 
A person insulting or disrespecting you on social 
media 

0.861 

Ghost Account A person creating fake accounts and sending you ma-
licious comments through direct messages on social 
media 

0.694 

Unsolicited A person sending you unsolicited explicit content 
(e.g. naked pictures) 

0.671 

Perceived Vulnerability 

AVE: 0.817 

� : 0.88 

Perceived Severity 

AVE: 0.856 

� : 0.93 

Response Efcacy 

AVE: 0.899 

� : 0.96 

Behavioral Intention 

AVE: 0.871 

� : 0.944 

Rumors 

Explicit Photos 

Insults 

Ghost Account 

Unsolicited 

Rumors 

Explicit Photos 

Insults 

Ghost Account 

Unsolicited 

Reporting - on plat-
form 
Reporting - to author-
ities 
Privacy Policy 

Hide Comment 
Report Fake Profle 

Delete Comment 
Reporting - on plat-
form 
Reporting - to author-
ities 
Privacy Policy 

Hide Comment 
Report Fake Profle 

Delete Comment 

A person spreading malicious rumors about you on 
social media 
A person taking sexual photos of you without your 
permission and sharing them on social media 
A person insulting or disrespecting you on social 
media 
A person creating fake accounts and sending you ma-
licious comments through direct messages on social 
media 
A person sending you unsolicited explicit content 
(e.g. naked pictures) 
A person spreading malicious rumors about you on 
social media 
A person taking sexual photos of you without your 
permission and sharing them on social media 
A person insulting or disrespecting you on social 
media 
A person creating fake accounts and sending you ma-
licious comments through direct messages on social 
media 
A person sending you unsolicited explicit content 
(e.g. naked pictures) 
Report harassment on the platform 

Report harassment to the authorities (e.g. the police 
or build a case with a lawyer) 
Seek legal protection from the platform (e.g. privacy 
policy) 
Hide potentially ofensive comments/content 
Report potentially fake profle (I.e online imperson-
ation) 
Delete ofensive comments 
Report harassment on the platform 

Report harassment to the authorities (e.g. the police 
or build a case with a lawyer) 
Seek legal protection from the platform (e.g. privacy 
policy) 
Hide potentially ofensive comments/content 
Report potentially fake profle (I.e online imperson-
ation) 
Delete ofensive comments 

0.811 

0.865 

0.849 

0.735 

0.882 

0.804 

0.876 

0.904 

0.810 

0.894 

0.889 

0.903 

0.923 
0.913 

0.869 
0.897 

0.851 

0.825 

0.903 
0.892 

0.854 
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Table 7: The survey items for the access and disclosure model with item loading, average variance extracted, and Cronbach’s 
alpha for each factor. Removed items are colored in grey. 

Construct Label Item Loading 
Threat Experience 3rd Parties Your information was shared with third parties with- 0.710 

out your agreement 
AVE: 0.758 Ads Your information was used to send you unwanted 0.768 

commercial ofers/ads 
� : 0.83 Algorithms Your views and behaviors being misinterpreted by 0.786 

algorithms 
Context Your information being used in diferent contexts 0.767 

from the ones where you disclosed it 
Perceived Vulnerability 3rd Parties Your information was shared with third parties with- 0.911 

out your agreement 
AVE: 0.836 Ads Your information was used to send you unwanted 0.870 

commercial ofers/ads 
� : 0.87 Algorithms Your views and behaviors being misinterpreted by 0.715 

algorithms 
Context 

Your information being used in diferent contexts 
from the ones where you disclosed it 

Perceived Severity 3rd Parties Your information was shared with third parties with- 0.876 
out your agreement 

AVE: 0.854 Ads Your information was used to send you unwanted 0.835 
commercial ofers/ads 

� : 0.91 Algorithms Your views and behaviors being misinterpreted by 0.841 
algorithms 

Context Your information being used in diferent contexts 0.862 
from the ones where you disclosed it 

Response Efcacy Delete Post Delete a post 0.785 
AVE: 0.887 Hide Problematic Con- Hide or restrict content from particular 0.875 

tent friend/connection 
� : 0.94 Unfriend Unfriend/ Remove Connections 0.920 

Block Friend Block/Remove Followers 0.921 
Reject Friend Request Reject friends/ Delete Requests 0.924 

Behavioral Intention Delete Post Delete a post 0.831 
AVE: 0.896 Hide Problematic Con- Hide or restrict content from particular 0.859 

tent friend/connection 
� : 0.95 Unfriend Unfriend/ Remove Connections 0.933 

Block Friend Block/Remove Followers 0.912 
Reject Friends Reject friends/ Delete Requests 0.941 
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Table 8: The survey items for the ofline model with item loading, average variance extracted, and Cronbach’s alpha for each 
factor. Removed items are colored in grey. 

Construct Label Item Loading 
Threat Experience Discrimination Yourself being discriminated against (e.g. in job se- 0.624 

lection, receiving price increases, getting no access 
to a service) 

AVE: 0.759 Reputation Your reputation being damaged 0.831 
� : 0.87 Relationships Your relationships with friends or family being dam- 0.819 

aged 
Physical Your personal safety being at risk 0.822 
In-Person Stalking Someone using your information to stalk you in per- 0.677 

son 
Perceived Vulnerability Discrimination Yourself being discriminated against (e.g. in job se- 0.739 

lection, receiving price increases, getting no access 
to a service) 

AVE: 0.810 Reputation Your reputation being damaged 0.886 
� : 0.90 Relationships Your relationships with friends or family being dam- 0.847 

aged 
Physical Your personal safety being at risk 0.828 
In-Person Stalking Someone using your information to stalk you in per- 0.742 

son 
Perceived Severity Discrimination Yourself being discriminated against (e.g. in job se- 0.841 

lection, receiving price increases, getting no access 
to a service) 

AVE: 0.887 Reputation Your reputation being damaged 0.935 
� : 0.95 Relationships Your relationships with friends or family being dam- 0.867 

aged 
Physical Your personal safety being at risk 0.909 
In-Person Stalking Someone using your information to stalk you in per- 0.880 

son 
Response Efcacy Support Seek Support (communal/ofine e.g. talking to a 0.893 

friend) 
AVE: 0.856 Advice Ask somebody (e.g., friends, family) what I should do 0.827 
� : 0.89 Safety Check Perform safety check online 0.846 
Behavioral Intention Support Seek Support (communal/ofine e.g. talking to a 0.939 

friend) 
AVE: 0.873 Advice Ask somebody (e.g., friends, family) what I should do 0.898 
� : 0.89 Safety Check Perform safety check online 0.789 
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